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I Summarize



Multi-tenancy cloud computing

I What is it?
I What is the potential threat?
I What dose this look like?
I Why is it used?



Virtual Machines

I The older method was to use VMs.
I Were there still threats here?

I Hey, You, Get Off of My Cloud (ref 35).
I Are the threat models the same?



Multi-tenancy

I The issue with multi-tenancy?
I Not all subsystems in Linux can tell the difference between the

container and host.
I This could possibly expose system-wide info to containerized

apps.
I Why is this bad?



Side channel

I What is a side channel
I Any channel you can use to infer/transfer data.
I Shared, limited resource.
I Examples:

I SYN cache (Network).
I Drive RW speed.
I Power consumption.



Possible channels

I Two groups of information channels.
I Host system.
I Individual process execution.



Possible channels?

I Host system information
I Performance data.
I Global kernel data.
I Asynchronous kernel events.
I Power consumption.



Possible channels?

I Individual process execution information.
I Process scheduling.
I cgroups.
I Process running status.



Testing

I Docker
I LinuX Contaier (LXC)

I First complete Linux container manager (2008).



Background

I Namespaces:
I Isolate view of what is in the namespace.
I MNT, UTS, PID, NET, IPC, USER, CGROUP.

I Cgroups:
I Resource limit.



Why is a power attack possible

I Data centers host more machines than they can handle at peak
power.
I Peak power in never really achieved.
I Same reason airlines overbook flights.

I Statisticly not everyone will show.
I Statisticly not all machines will require peak power

simultaneously.



Anatomy of a power attack

I Attacker needs:
I Access to servers in the target data center.
I Steadily running moderate workloads to increase the power

consumption of servers.
I To abruptly switch to power-intensive workloads to trigger

power spikes.
I This can cause a power spike and a circuit to be tripped.
I Servers should run on same rack to maximize the attack.



Container information leakages

I Two interfaces for leaks.
I System calls.
I Pseudo file systems.

I /proc
I /sys

I Which does the paper use?



Pseudo file systems

I How do we leverage them?
I Compare pseudo file system of:

I Containerized.
I Host process.



Comparing pseudo file systems



Inference of co-resident container

I Why is co-residence bad?
I Can hijack user accounts.
I Extract private keys.

I How to tell if you are co-resident



Co-location checker

I This paper uses what attributes to test for co-location?
I Uniqueness U.

I Can the channel uniquely id a host?
I Variation V.

I Test the variation of a file over time and compare.
I Manipulation M.

I Manipulate data.



Comparing pseudo file systems



Monitor power consumption

I Use Running Average Power Limit (RAPL).
I /sys/class/powercap/intel-rapl.
I Accessible to containers.
I System wide power info of host:

I core
I DRAM
I package



Goal of information leak

I What is the goal of finding these information leaks?
I What do we want to do with the information?

I Infer co-location.
I Monitor power consumption.



Put it all together

I What can we do with:
I Co-located containers.
I Power spike attacks.
I Knowledge of power consumption.

I Synergistic power attacks.



Amplify attack

I Monitor the power.
I Learn when peak power consumption is.
I Attack at peak power consumption time.



Amplify attack



Attack Orchestration

I If the attack is launched from the same machine we can make
a bigger power spike.

I Create containers
I Check for co-location
I Repeat.

I Run prime benchmark.



Attack Orchestration



Defences

I Two stage defence:
I Masking the side channels.
I Enhancing the container’s resource isolation.



Masking side channels.

I Make pseudo file systems unreadable.
I What could you use to do this easily?

I SELinux.
I AppArmor <- They chose this one.



Power-based Namespace

I The authors add a power-based namespace.
I Use the RAPL interface for each container.

I Accurate
I Need a software-based modeling.

I Efficient
I Want minimal overhead.



Power consumption

I Accumulated energy usage for:
I Package.

I MCore + Mdram + λ
I Core.

I F (CM/C ,BM/C) ∗ I + α
I DRAM

I β ∗ CM + γ

CM = cache misses, BM = branch misses, C = CPU cycles. I = #
retired instructions αβγ are derived constraints.



Defence performance



Defence performance



Thoughts

I Fundamental or artifactual?
I What is the main problem?
I What was the root cause of the issue?

I Evaluation?


